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● Layout Analysis is an open-challenging problem for complex documents

● OCR recognizers those need less training data fail to achieve good performance (e.g. Tesseract) and those produce better results require a lot of training data (e.g. OCRopus)

● Presented OCRopus++ OCR System
  ○ advanced layout analysis
  ○ anyOCR - OCRoRECT recognizer

● In future, add more features in OCRopus++

● Publications:
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